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The Modern Linux Container
is Born

2008 - IBM releases LinuX Contalners (LXC)

Userspace tools to effectlvely wrap a :chro.'"-"' in kernel namespacmg and cgroups

Provided sophlstlcated features th-e?
2011 - systemd nspawn contam

ce cohtal'he"r' Like chroot, but virtualizes

run a command or OS-|.n a_-I__lg__h.t:
PC subsystems host and domain name.

the file system hiera rchy,'"p'r-dcef
2013 - DotCloud releases Docker*’(\_,_-______p_‘?___.__:- 5_:-g _;_.__ghub com/docker/docker)

-
Originally used LXC as the backend mtroduces the Docker daemon layered images,
standard toolset for building images and a distribution method (docker registry). Later

makes backend driver pluggable and replaces LXC with libcontainer as default.
2014 - CoreOS releases rkt (https.//glthub.com/coreos/rkt)

rkt is an implementation of App Container(appc) specification and App Container
Image(ACI) specification, built on top of systemd-nspawn. :

ACI and appc aimed to be a cross-container specification to be a common ground
between container implementations.



dern Linux Container

2015 - Open Contalner PrOJect (http //opencontalners org/)

“The Open Container Inltlatlve isa Ilght_w lght open governance structure, to be formed
under the auspices of the Linux Foundat or the express purpose of creating open
industry standards around contalne d ru_ntlme 5 http //opencontainers.org/

'-r-HQ CoreOS Datera, Docker, EMC,
tel, Joyent, Kismatic, Kyup, the Linux
Nutanix, Oracle, Pivotal, Polyverse,
,_:erlzon VMWare

Initiative Sponsors: Apcera AT
Fujitsu, Google, Goldman Sach
Foundation, Mesosphere, Micr
Rancher, Red Hat, Resin.io, Suse, !

2015 - runC (http://runc. id/)‘- . ._
Stand-alone command line tooI for spawnlng contalners as per the OCP specification.

Containers are child processes of runc, no system daemon can be embedded.

Shares technology lineage with Docker (libcontainer and others). ( .\\

Compatible with Docker images.
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VFS

IPC, File System

Scheduler, Virtual Memory

Device Drivers, Dispatcher, ...

Hardware

Application UNIX Device | Fle
IPC Server Driver  Server

Basic IPC, Virtual Memory, Scheduling

Hardware




. are Microservices?

Services, “the UNIX Way”

Do one thing, do it well. o
Decouple tightly cou pled-’sé"r\iiE'ﬁeé.'-:ffﬁé'ké he a

chltecture more ‘modular.

Loosely coupled servuces usmg "ro | ;'_g-uage agnostlc APIs for

communication
Example: REST APIs

MONOLITHIC/LAYERED MICROSERVICES

’C



Immutable
INnfrastructure







INn Practice
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tial Issues Avoided

Start a traditional deployment or
system upgrade

Successful on part of the
infrastructure

Suddenly, a wild failure ap'pea'rs!_-

Use your imagination, anything that .
could interrupt a deploy. ' .

How clean is the rollback proceduré?'

How do you verify the components?

Is your filesystem tree versioned?

Version 1.2 Version 1.2 Version 1.7 Version 1

Can you guarantee the order of
upgrade trigger execution?

Do you know how far the package
upgrade transaction made it before f

the failure?



\verbatim
- all-%pretrans

any-%triggerprein (%triggerprein from other packages set off by new install)
new-%triggerprein

new-%pre for new version of package being installed

e (all new files are installed)

new-%post for new version of package being installed

any-%triggerin (%triggerin from other packages set off by new install)
new-%triggerin

old-%triggerun

any-%triggerun (%triggerun from other packages set off by old uninstall)

old-%preun for old version of package being removed
. (all old files are removed)
old-%postun for old version of package being removed

old-%triggerpostun
any-%triggerpostun (%triggerpostun from other packages set off by old un
install)

all-%posttrans
\endverbatim
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Fedora and CentOS

Linux Kernel

SELinux

systemd

ew Tech

kubernetes

rpm-ostree

docker

atomic




Fedora Atomic Host

Inherits everything from the Minimized host | Atomic
“Parent” Distro. This is Fedora | €nvironment | updating and
but with new delivery tuned for ' rollback means

mechanism coupled with a new | unning Linux | it's easy to

adora Atomic Host

OPTIMIZED FOR CONTAINERS

_ ORCHESTRATION

AT SCALE

' Build composite
| applications by
orchestrating

| multiple

layer of abstraction on top of . containers. ' deploy, update, | containers as

the package management. | and rollback
using ostrees..

microservices
on a single host
instance.
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Kubernetes

- . . kubernetes
Distributed orchestration for e _

“Pod"” - Set of containers that share
pid, network, IPC, and UTS

namespace.

Are scheduled to nodes as an un

“Service” - Sef of Ohe OF more Pods_ |
and a pollcy to access them I

Kubernetes
Master

g g
. b
:::::

Node level proxy load balances and
proxies access to Services

Pluggable overlay network provider'

Pluggable persistant storage provider






oendShift Origin

Standard containers APL OPEN S H FT o

“figin

DEVOPS TOOLS & USER EXPERIENCE

Web-scale contalner orchestratlon &
management

Large selection of supportedi[-_}
application runtimes & serwces_

Robust tools and UX for Developmeﬁ [ ——
| g LANGUAGE RUNTIMES, MIDDLEWARE,
& Operations o DATABASES AND OTHER SERVICES

Industry standard, web scale - | CONTAINER ORCHESTRATION & MANAGEMENT
distributed application platform .

CONTAINER API

CONTAINER HOST



oenShift Overview

ROUTING LAYER .

MASTER |
PERSISTANT |

STORAGE

MAMAGEMEMNT/REPLICATION

RS R B e R : -
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Questions?

CONTACT:

'@ TheMaxamillion


mailto:maxamillion@fedoraproject.org
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